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ABSTRACT 

The objective of this study is to investigate the use of 
pattern classification methods for distinguishing different 
types of brain tumors, such as primary gliomas from 
metastases, and also for grading of gliomas. A computer-
assisted classification method combining conventional 
magnetic resonance imaging (MRI) and perfusion MRI is 
developed and used for differential diagnosis. The proposed 
scheme consists of several steps including ROI definition, 
feature extraction, feature selection and classification. The 
extracted features include tumor shape and intensity 
characteristics as well as rotation invariant texture features. 
Features subset selection is performed using Support Vector 
machines (SVMs) with recursive feature elimination. The 
binary SVM classification accuracy, sensitivity, and 
specificity, assessed by leave-one-out cross-validation on 
102 brain tumors, are respectively 87%, 89%, and 79% for 
discrimination of metastases from gliomas, and 87%, 83%, 
and 96% for discrimination of high grade from low grade 
neoplasms. Multi-class classification is also performed via a 
one-versus-all voting scheme.  

Index Terms— classification, brain tumor, MRI, SVM, 
feature selection, texture, tumor grade 

1. INTRODUCTION 

The objective of this study is to provide an automated 
tool that may assist in the imaging evaluation of brain 
neoplasms by determining the glioma grade and 
differentiating between different tissue types, such as 
primary neoplasms (gliomas) from secondary neoplasms 
(metastases). These issues are of critical clinical importance 
in making decisions regarding initial and evolving treatment 
strategies, and traditional MR imaging is often not adequate 
in providing answers. Automated tools, if proven accurate, 
can ultimately be applied to (i) provide more reliable 
differentiation, especially when the neoplasm is 
heterogeneous and therefore cannot be adequately sampled 
by localized needle biopsy, (ii) avoid invasive procedures 
such as biopsy, especially in cases where the risks outweigh 
the benefits (iii) expedite or anticipate the diagnosis 
(histological examination is usually time consuming).  

Toward a similar goal, researchers used pattern 
classification techniques for differentiating brain neoplasms 

based on Linear Discriminant Analysis (LDA) [1][2], or 
independent component analysis (ICA) [3] on spectral 
intensities. Others [4] applied variable selection and 
classification using Bayesian least squares Support Vector 
Machines (SVMs) and Relevance Vector Machines on 
microarray or spectroscopy data. Textural features from T1 
post-contrast images were employed in [5] to discriminate 
between metastatic and primary brain tumors using a 
probabilistic neural network with a non-linear least squares 
features transformation method. These studies used a single 
MR sequence and didn’t investigate the contribution of 
multiple imaging parameters. Multi-parametric features 
were explored by non-linear classification techniques in 
[6][7]. Li et al. [6] classify gliomas according to their 
clinical grade using linear SVMs trained on a maximum of 
15 descriptive features (such as amount of mass effect or 
blood supply), which are estimated quantitatively by domain 
experts. The definition of such features is based on expert 
knowledge and therefore is not completely automated and 
reproducible. Devos et al. [7] combine standard MR 
intensities with spectroscopy imaging to improve 
classification performance using 3 classification techniques. 

In this study, we explore the heterogeneous regions of 
brain tumors by combining imaging features from several 
sequences, extract morphological and textural 
characteristics, such as rotation invariant texture features 
based on Gabor filtering, and assess the significance of each 
feature in classification. This approach incorporates imaging 
data which are (or can be) acquired in a routine clinical 
protocol, including multi-parametric conventional MRI and 
perfusion. We apply the method for binary classification, 
but also investigate the multi-class classification problem for 
differentiating between the most common brain tumors: 
metastasis, meningioma (usually grade I) and glioma (grade 
II, II and IV) histopathologically diagnosed and graded 
according to the World Health Organization (WHO) system.  

The proposed scheme consists of four parts: ROI 
definition, feature extraction, feature selection and 
classification based on SVMs. Leave-one-out cross-
validation is used to test the robustness and accuracy of the 
proposed classification scheme. 

2. METHODS 

We propose a multi-parametric framework for brain tumor 



 

 

Fig. 1. Illustration of different of brain tumor types and the 
corresponding texture images. From left to right: meningioma, 
glioma grade II, III and IV, and metastasis. 1st row: T1ce image 
with the tumoral region of interest. 2nd row: One of the texture 
features ( 4 , c = 3), which proved to be significant in 
discrimination between high grade gliomas (grade III versus grade 
IV). 

classification and prediction of degree of malignancy by 
integrating intensity and texture based features into a pattern 
classification method. The features are first normalized to 
have zero mean and unit variance. A feature selection 
method is then used to select a small set of effective features 
for classification in order to improve the generalization 
ability and the performance of the classifier. The data and 
the methodology are described next with more details. 

2.1. Data description and preprocessing 

We examined 98 patients (52 women, 46 men; age 17-83 
years) with a diagnosis of brain tumor who had not been 
treated at the time of MRI. Four patients had multiple (2), 
not related to each other, tumors which were regarded as 
independent masses. All patients underwent biopsy or 
surgical resection of the tumor with histopathological 
diagnosis. The total of 102 brain masses graded based on 
WHO criteria as metastasis (24), meningiomas grade I (4), 
gliomas grade II (22), which included ependymomas (2) and 
gliomatosis cerebri (2), gliomas grade III (17), and 
glioblastomas grade IV (35). Examples of different tumor 
types are shown in Fig. 1 (1st row). 

The following sequences were used: axial 3D T1-
weighted (T1), sagittal 3D T2-weighted (T2), Fluid 
Attenuated Inversion Recovery (FLAIR), axial 3D contrast 
enhanced T1-weighted (T1ce) images and relative cerebral 
blood volume (rCBV) maps generated off-line based on 
T2*-weighted dynamic susceptibility perfusion MRI. 

The images were preprocessed following a number of 
steps including noise reduction, inhomogeneity correction, 
and rigid intra-subject registration using the public software 
package FSL [13]. The co-registration of all sequences is 
required in order to extract features and perform ROI 
analysis. T1ce was used as reference space (matrix size 
192×256×192, voxel size 0.98×0.98×1 mm). The intensity 
levels were made comparable across subjects by extracting 

the brain region using BET [14] and applying histogram 
matching using a linear transformation.  

2.2. Definition of ROIs and features 

For feature extraction the following ROIs were manually 
selected:  
 ROI1 (neoplastic, enhancing), ROI2 (neoplastic, non-
enhancing): includes all non-necrotic enhancing neoplastic 
tissue, or, if the lesion did not show enhancement, the whole 
non-necrotic T1-hypointense neoplastic tissue avoiding 
peritumoral edema by tracing the FLAIR image.  
 ROI3 (necrotic): this ROI was delineated only in cases 
including necrotic tumor tissue. 
 ROI4 (edematous): FLAIR and T2 images were used to 
depict the peritumoral edema (possibly including neoplastic 
infiltration), drawing the ROI surrounding the high signal 
intensity seen on these sequences.  
We chose a large number of features (141) for investigation 
which included age, tumor shape characteristics, image 
intensity characteristics within several regions of interest 
and Gabor texture features, as explained next. 

1) Shape and statistical characteristics of tumor: 
(evaluated in ROI1ROI2ROI3): tumor circularity, 
irregularity, rectangularity, the entropy of radial length 
distribution of the boundary voxels, surface-to-volume ratio, 
percentage of tumor volume being enhancing and necrotic, 
and the ratio of edema versus tumor volume. 

2) Image intensity characteristics: The mean and 
variance of image intensities are calculated in the central 
and marginal area of several ROIs. All intensity related 
features sum up to 52 features in total. 

3) Gabor texture: For each radial frequency and 
orientation, the Gabor features are calculated by convoluting 
the Gabor filter with an MR sequence. In order to make the 
Gabor features rotation invariant, for each frequency the 
magnitudes of Fourier coefficients are calculated [15]. We 
calculate the texture only from the T1ce in 
ROI1ROI2ROI3 and use Nθ = 8 orientations in [0, π] 
and 5 radial frequencies with corresponding wavelengths 

 28,8,24,4,22 , and bandwidth b = 1. Due to 

the Fourier transformation, only the first NC = Nθ /2 +1 = 5 
Fourier coefficients for each frequency are unique. 
Therefore we finally obtain in total 25 rotation-invariant 
texture features for tumor classification. One of the texture 
images ( 4 , c = 3, where c =1,…, NC, is the index on 
the Fourier coefficients) is shown as example in Fig. 1 (2nd 
row). For each texture image the mean value inside the ROI 
is used as texture feature. 

2.3. Feature selection 

First the number of features is reduced by eliminating the 
less relevant features using a forward selection method 
based on a ranking criterion and then backward feature 
elimination is applied using a feature subset selection 



method, as explained next. 
1) Ranking-based criterion: We use a simple ranking-

based feature selection criterion, a two-tailed t-test, which 
measures the significance of a difference of means between 
two distributions [10], and therefore evaluates the 
discriminative power of each individual feature in 
separating two classes. The features are assumed to come 
from normal distributions with unknown, but equal, 
variances. Since the correlation among features has been 
completely ignored in this feature ranking method, 
redundant features can be inevitably selected, which 
ultimately affects the classification results. Therefore, we 
use this feature ranking method to select the more 
discriminative features, e.g. by applying a cut-off ratio (p-
value < 0.1), and then apply a feature subset selection 
method on the reduced feature space, as detailed next.  

2) Features subset selection method based on SVM: 
The support vector machine recursive feature elimination 
(SVM-RFE) algorithm [11] is applied to find a subset of 
features that optimizes the performance of the classifier. 
This algorithm determines the ranking of the features based 
on a backward sequential selection method that removes one 
feature at a time. At each time, the removed feature makes 
the variation of SVM-based leave-one-out error bound 
smallest, compared to removing other features. 

Classification is performed by following a leave-one-
out strategy on the training samples. For each leave-one-out 
experiment, feature ranking is performed using data only 
from the training samples. The feature selection method is 
implemented in each training subset in order to correct for 
the selection bias [12]. It is important that cross-validation is 
external to the feature selection process in order to more 
accurately estimate the prediction error. Evidently, there is 
no guarantee that the same subset of features will be 
selected at each leave-one-out experiment. We combine the 
rankings of all leave-one-out experiments and report the 
total rank of features (in Table 1) according to the frequency 
of a feature appearing in a specific rank.  

2.4. Classification 

Classification is performed by starting with the more 
discriminative features and gradually adding less 
discriminative features, until classification performance no 
longer improves. Non-linear Support Vector Machines [8] 
with Gaussian kernel is used as classifier. Since the data are 
highly unbalanced and the sample size is rather small to 
produce balanced classes by subsampling the largest class, 
we used a weighted SVM [9] to apply larger penalty to the 
class with the smaller number of samples. If the penalty 
parameter is not weighted (equal C for both classes), there is 
an undesirable bias towards the class with the large training 
size; and thus we set the ratio of penalties for different 
classes to the inverse ratio of the training class sizes [9].  

Moreover, the parameter (γ) that controls the size of the 
Gaussian radial basis function is chosen as γ = 1/ΝF, where 

NF is the number of features. Therefore the maximum kernel 
size is 1.0 and decreases with increasing number of features 
during feature selection.  
The multi-class problem is solved by constructing and 
combining several binary SVM classifiers into a voting 
scheme. We apply majority voting from all one-versus-all 
binary classification problems. The predictive ability of the 
classification scheme is assessed by leave-one-out cross 
validation. 

3. RESULTS 

The results of leave-one-out cross validation using non-
linear SVM are shown in Table 1. The first column shows 
the tumor type to be classified. The second column shows 
the number of selected features (NF) giving the highest 
classification accuracy. The subsequent columns show the 
sensitivity, specificity, accuracy (percentage of correctly 
classified samples) and the area under the receiver operating 
characteristic curve (AUC), respectively. 

The feature selection and ranking showed that 
parameters extracted from perfusion imaging performed 
well for most classification tasks. Also the enhancing 
portion in T1ce was selected as a single feature to classify 
metastasis from low grade glioma and for distinguishing 
between high grade gliomas (grade III and IV). A 
combination of multi-parametric features was selected for 
classifying primary versus secondary gliomas and low 
versus high grade gliomas. Gabor texture also seemed to be 
a relevant pattern.  

Fig. 2 shows the classification accuracy with increasing 
number of retained features for two main classification 
problems: metastases versus primary and low versus high 
grade gliomas. The plots illustrate that the fluctuations of 
accuracy are small and the method is not very sensitive to 
the number of selected features. The feature selection 
method can eliminate the redundant features, reduce the 
noise and build groupings that are both robust and accurate. 

For the multi-class problem, one-versus-all 
classification with features selection and majority voting is 
applied. The results illustrate that the highest classification 
accuracy is achieved for low grade gliomas (90.9%) 
whereas the classification accuracy for glioblastomas is 
slightly reduced (17.1% are classified as grade III and 
14.3% as metastases). The lowest classification rate in the 
multi-class problem is for the grade III gliomas where the 
largest portion (52.9%) is classified as grade II and most of 
the rest as glioblastomas. The prediction of glioma grade is 
inherently difficult since brain neoplasms are often 
heterogeneous, meaning that different histopathologic 
features can be present throughout an individual neoplasm. 
The failure of the method to classify grade III gliomas 
possibly indicates that the extracted features do not form a 
separate cluster, but are rather similar to the features of the 
nearby classes (grade II and grade IV).  



Table 1. Binary classification results for metastasis (MET), 
meningioma (MEN), and primary gliomas (GL) of grade II, III and 
IV (GL2, GL3 and GL4, respectively) obtained by leave-one-out 
cross validation using SVM-RFE. 

Binary 
classification 

NF 
Sensiti-
vity (%) 

Specifi-
city (%) 

Accura-
cy (%) 

AUC 

MET-MEN 2 75.0 95.8 92.8 88.5 

MET-GL2 1 95.5 100 97.8 95.5 

MET-GL3 16 82.4 100 92.7 90.0 

MET-GL4 11 82.9 83.3 83.1 87.1 

MEN-GL2 6 100 75.0 96.2 100 

MEN-GL3 21 94.1 50.0 85.7 86.8 

MEN-GL4 2 100 75.0 97.4 97.9 

GL2-GL3 3 58.8 68.2 64.1 64.2 

GL2-GL4 18 100 95.5 98.2 99.2 

GL3-GL4 22 91.4 64.7 82.7 81.7 

MET-GL 14 89.2 79.2 86.7 88.2 

LOW-HIGH 
GRADE 19 82.7 95.5 86.5 89.9 

 
Fig. 2. Classification accuracy versus number of retained features 
for metastases versus primary gliomas (left) and low versus high 
grade gliomas (grade II versus III and IV) (right). 

4. CONCLUSIONS 

In this study we developed a computer-assisted 
classification method by combining conventional and 
perfusion MRI for differential tumor diagnosis. We 
exploited the potential of features extracted automatically 
from images and investigated the diagnostic value of each 
feature by applying the support vector machine recursive 
feature elimination algorithm. The proposed classification 
scheme achieved high accuracy for most classification 
problems. 
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